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Lecture 4

Dirac and topological materials



More recently, physicists have gone beyond the paradigm of 
broken symmetries to find new states of matter with 

non-trivial topology  
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In 1982, Von Klitzing discovered that the Hall 
conductivity in bad metals is exactly quantized in 2D
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In 1982, Von Klitzing discovered that the Hall 
conductivity in bad metals is exactly quantized in 2D

Subsequent measurements confirmed the quantization in steps of e2/h
with an accuracy of 10-9 !
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Why is the quantization so good?



In galilean invariant systems (non-relativistic), the energy of a particle is 
proportional to the square of the momentum
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In the ground state, a single free electron 
is at rest (k=0) 



In galilean invariant systems (non-relativistic), the energy of a particle is 
proportional to the square of the momentum

Fermi Energy

Because of Pauli principle, two electrons cannot occupy the 
same quantum state.

If one adds many free electrons, the states below the Fermi 
level are occupied and the ones above it are empty.



In solids (periodic potential), the energy spectrum of electrons 
can be quite complicated

Fermi Energy (EF)

k

Metal

Metal

If the Fermi level crosses the electronic bands, the highest 
occupied state can be easily excited by a bias voltage (metallic state)
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In solids (periodic potential), the energy spectrum of electrons 
can be quite complicated

k

Metal

k

Band Gap

EF

EF If the Fermi energy lives inside the 
band gap, the electrons cannot be easily 

excited with a bias voltage 
(insulating behavior)



SemimetalMetal Semi- 
conductor

Insulator

  ρ(T )T →0 → ∞  ρ(T )T →0 → ρ0

Band Structure: Conductors and Insulators

E
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There is a new class of materials that does not fit in this 
classification: topological materials!



Topology is a field of mathematics concerned with properties that 
remain invariant under continuous deformations
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Topological index and invariants

# of handles
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Gaussian curvature

maximum curvature

minimum curvature

radius of curvature
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Topological invariant
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Topological invariant
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Hairy ball theorem

You can’t comb a hairy ball without 
creating a cowlick. 

Every zero of the tangential vector field has an index. The sum of the 
indexes is equal to the Euler topological number 

Therefore a sphere has a least one zero!

� = 2(1� g) = 2

1



Hairy ball theorem

You can’t comb a hairy ball without 
creating a cowlick. 

Every zero of the tangential vector field has an index. The sum of the 
indexes is equal to the Euler topological number. 

One can comb a torus without any 
zeros in it. 
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In crystals, the wavefunctions of the electrons are periodic. 

The de Broglie wavelength of the electrons must be larger than the 
lattice constant of the crystal.

In a square lattice in 2D, the momentum 
of the electrons is bounded inside a 
square of size 1/(lattice constant)!   



The momentum space of a periodic 
crystal (Brillouin zone) is homeomorphic to a torus

In crystals, the wavefunctions of the electrons are periodic. 



Bloch bands

Bloch wavefunction
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Bloch wavefunctions describe the wavefunction of 
the electrons in a periodic crystal.
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Bloch bands

The Berry connection of the Bloch band kets,   

behaves as a vector field in the Brillouin zone (torus). 

Loopholes or hedgehogs of the vector field have a
topological index and add up to a non-zero 
Euler topological number in the hairy torus.
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Bloch bands

Chern number (integer)

Berry curvature

The Chern number is a topological invariant of Bloch bands
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Bloch bands

Bloch bands

Berry curvature
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Cowlicks in the Berry curvature change the 
topological class of the hairy torus 

(Brillouin zone)! 



Why is the Hall conductivity quantized?
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merized ground state for arbitrary values of M
and X (except M =0). The underlying reason is
that the phonon fluctuations induce an effective
electron-electron interaction of such a type that
a CDW ground state is always produced. (That
interaction is ineffective in the case n = 1 for
small coupling because of the Pauli excl.usion
principle ).This is accompanied by pairing of the
spin-up and spin-down electrons. However, this
conclusion is by no means inescapable. Prelim-
inary numerical studies' show that other forms
of the electron-phonon coupling (which induce
longer-range attraction) give a ground state with
superconducting correlations. This has also
been suggested from calculations based on per-
turbation theory. ' The MC method used in this
paper offers the possibility of numerically study-
ing comp1. icated one-dimensional electron-phonon
models (the inclusion of electron-electron inter-
action is straightforward) and thus investigating
the rich variety of ground-state phases for such
systems, without restriction to a perturbative
regime.
One of us (J.H. ) is indebted to D. Scalapino for

raising his interest in this problem and for nu-
merous stimu1. ating discussions. We acknowledge
helpful conversations with S. Kivelson, W. P. Su,

R. Sugar, N. Andrei, S. Shenker, K. Maki,
M. Stone, and particularly J. R. Schrieffer. One
of us (E.F.) thanks the Institute for Theoretical
Physics for its kind hospitality during the summer
of 1981. This work was supported by the National
Science Foundation under Grants No. PHY77-
27084 and No. DMR81-17182.
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(Received 30 April 1982)
The Hall conductance of a two-dimensional electron gas has been studied in a uniform

magnetic field and a periodic substrate potential U. The Kubo formula is written in a
form that makes apparent the quantization when the Fermi energy lies in a gap. Explicit
expressions have been obtained for the Hall conductance for both large and small U/S~ .
PACS numbers: 72.15.Gd, 72.20. Mg, 73.90.+b

The experimental discovery by von Klitzing,
Dorda, and Pepper' of the quantization of the Hall
conductance of a two-dimensional electron gas in
a strong magnetic field has led to a number of
theoretical studies of the problem. ' ' lt has been
concluded that a noninteracting electron gas has
a Hall conductance which is a multiple of e'/h if
the Fermi energy lies in a gap between Landau
levels, or even if there are tails of localized
states from the adjacent Landau levels at the Fer-
mi energy. However, it can be concluded from

Laughlin's' argument that the Hall conductance is
quantized whenever the Fermi energy lies in an
energy gap, even if the gap lies within a Landau
level. For example, it is known that if the elec-
trons are subject to a weak sinusoidal perturba-
tion as well as to the uniform magnetic field, with
p=p/q magnetic-flux quanta per unit cell of the
perturbing potential, each Landau level is split
into P subbands of equal weight. ' One might ex-
pect each of these subbands to give a Hall con-
ductance equal to e'/ph, and that is what the clas-
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Quantum hall conductivity is quantized by the Chern number!



In 2D, electrons move in cyclotron orbits in the presence 
of a magnetic field 

Due to quantum interference, only a discrete number of 
wavelengths are allowed (Landau energy levels)

Topological matter
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Quantum Hall conductivity is quantized by the Chern number



Bulk-Boundary Correspondence

Hall conductivity is quantized by the number of 
1D channels at the edge! 

occupied states

empty states
Graphene is a 2D form of carbon that is of current

interest !Novoselov et al., 2005; Zhang et al., 2005; Geim
and Novoselov, 2007; Castro Neto et al., 2009". What
makes graphene interesting electronically is the fact that
the conduction band and valence band touch each other
at two distinct points in the Brillouin zone. Near those
points the electronic dispersion resembles the linear dis-
persion of massless relativistic particles, described by the
Dirac equation !DiVincenzo and Mele, 1984; Semenoff,
1984". The simplest description of graphene employs a
two band model for the pz orbitals on the two equivalent
atoms in the unit cell of graphene’s honeycomb lattice.
The Bloch Hamiltonian is then a 2!2 matrix,

H!k" = h!k" · "! , !3"

where "! = !"x ,"y ,"z" are Pauli matrices and h!k"
= „hx!k" ,hy!k" ,0…. The combination of inversion !P" and
time-reversal !T" symmetry requires hz!k"=0 because P
takes hz!k" to −hz!−k", while T takes hz!k" to +hz!−k".
The Dirac points occur because the two components
h!k" can have point zeros in two dimensions. In
graphene they occur at two points, K and K!=−K,
whose locations at the Brillouin-zone corners are fixed
by graphene’s rotational symmetry. For small q#k−K,
h!q"=#vFq, where vF is a velocity, so H!q"=#vFq ·"! has
the form of a 2D massless Dirac Hamiltonian.

The degeneracy at the Dirac point is protected by P
and T symmetry. By breaking these symmetries the de-
generacy can be lifted. For instance, P symmetry is vio-
lated if the two atoms in the unit cell are inequivalent.
This allows hz!k" to be nonzero. If hz!k" is small, then
near K $Eq. !3"% becomes a massive Dirac Hamiltonian,

H!q" = #vFq · "! + m"z, !4"

where m=hz!K". The dispersion E!q"= ±&'#vFq'2+m2

has an energy gap 2'm'. Note that T symmetry requires
the Dirac point at K! to have a mass m!=hz!K!" with the
same magnitude and sign, m!=m. This state describes an
ordinary insulator.

Haldane !1988" imagined lifting the degeneracy by
breaking T symmetry with a magnetic field that is zero
on the average but has the full symmetry on the lattice.
This perturbation allows nonzero hz!k" and introduces a
mass to the Dirac points. However, P symmetry requires
the masses at K and K! to have opposite signs, m!=−m.
Haldane showed that this gapped state is not an insula-
tor but rather a quantum Hall state with "xy=e2 /h.

This nonzero Hall conductivity can be understood in
terms of Eq. !2". For a two level Hamiltonian of the
form of Eq. !3" it is well known that the Berry flux
!Berry, 1984" is related to the solid angle subtended by
the unit vector ĥ!k"=h!k" / 'h!k"', so that Eq. !2" takes
the form

n =
1

4$
( d2k!!kx

ĥ ! !ky
ĥ" · ĥ . !5"

This simply counts the number of times ĥ!k" wraps
around the unit sphere as a function of k. When the

masses m=m!=0, ĥ!k" is confined to the equator hz=0,
with a unit !and opposite" winding around each of the
Dirac points where 'h'=0. For small but finite m, 'h'
"0 everywhere, and ĥ!K" visits the north or south pole,
depending on the sign of m. It follows that each Dirac
point contributes ±e2 /2h to "xy. In the insulating state
with m=m! the two cancel, so "xy=0. In the quantum
Hall state they add.

It is essential that there were an even number of Dirac
points since otherwise the Hall conductivity would be
quantized to a half integer. This is in fact guaranteed by
the fermion doubling theorem !Nielssen and Ninomiya,
1983", which states that for a T invariant system Dirac
points must come in pairs. We return to this issue in Sec.
IV, where the surface of a topological insulator provides
a loophole for this theorem.

3. Edge states and the bulk-boundary correspondence

A fundamental consequence of the topological classi-
fication of gapped band structures is the existence of
gapless conducting states at interfaces where the topo-
logical invariant changes. Such edge states are well
known at the interface between the integer quantum
Hall state and vacuum !Halperin, 1982". They may be
understood in terms of the skipping motion electrons
execute as their cyclotron orbits bounce off the edge
$Fig. 2!a"%. Importantly, the electronic states responsible
for this motion are chiral in the sense that they propa-
gate in one direction only along the edge. These states
are insensitive to disorder because there are no states
available for backscattering—a fact that underlies the
perfectly quantized electronic transport in the quantum
Hall effect.

The existence of such “one way” edge states is deeply
related to the topology of the bulk quantum Hall state.
Imagine an interface where a crystal slowly interpolates
as a function of distance y between a quantum Hall state
!n=1" and a trivial insulator !n=0". Somewhere along
the way the energy gap has to vanish because otherwise
it is impossible for the topological invariant to change.
There will therefore be low energy electronic states
bound to the region where the energy gap passes
through zero. This interplay between topology and gap-

E

k

EF

0/a−π

Conduction Band

Valence Band

Quantum Hall
State n=1

Insulator n=0

(a) (b)

/a−π

FIG. 2. !Color online" The interface between a quantum Hall
state and an insulator has chiral edge mode. !a" The skipping
cyclotron orbits. !b" The electronic structure of a semi-infinite
strip described by the Haldane model. A single edge state con-
nects the valence band to the conduction band.
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Lesson I: Some concepts appear to be pure mathematical abstractions 
until they lead the way to understanding new fundamental discoveries. 

Try to learn the language, even if you would like to become an 
experimentalist!



There are other classes of materials that also have unusual topological 
properties in the absence of a magnetic field.



In 1928, Paul Dirac proposed a relativistic wave equation 
for spin 1/2 particles, such as electrons and quarks.  



In 1928, Paul Dirac proposed a relativistic wave equation 
for spin 1/2 particles, such as electrons and quarks.  

In the massless case,  fermions follow a Dirac 
equation with chiral states

momentum operator



Dirac materials

Graphene

Topological insulators

Nodal superconductors

There is a variety of materials that have Dirac fermions as elementary 
electronic excitations.



Dirac fermion physics

“Slow fermions” that behave as Massless neutrinos 



The crossings in nodal points manifest themselves through band 
invariants!

Berry phase: 

Berry connection
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The Berry phase of a nodal crossing with energy spectrum    
is 
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Topological insulators

Helical in spin 

Dirac materials

spin

Dirac point is protected 
by time reversal symmetry!

(Kramers theorem)

π/2

-π/2

k
-k

Backscattering is topologically
forbidden 



The crossings in nodal points manifest themselves through band 
invariants!

Berry phase: 

Berry connection

g = (k
x

, k
y

)

g = (k
x

, k
y

, k
z

)

g
j

(k0) = 0

E±(k) = f(k)±
vuut

2X

j=1

g2
j

g = (k2
x

� k2
y

, 2k
x

k
y

)

g = kM (cos(M✓k), sin(M✓k))

E±(k) = kM

g = (k
x

, k
y

,m)

�0 =

✓
0 12

�12 0

◆
, �

i

=

✓
0 �

i

�
i

0

◆
, �5 =

✓ �12 0

0 12

◆
,

H(k) ± =

✓
m k

x

� ik
y

k
x

+ ik
y

�m

◆
 ± = ±

p
k2 +m2

 ±

g = (k
x

, k
y

, k
z

)

� =

˛
ih |rk| i| {z }

A

dk

g = 0

g = 1

� = ⇡

⌫ =

ˆ ˆ
dS ·rk ⇥ ih |rk| i| {z }

~⌦

g(k) = (0, k
x

, k
y

, k
z

, 0)

z }| {

1

g = (k
x

, k
y

)

g = (k
x

, k
y

, k
z

)

g
j

(k0) = 0

E±(k) = f(k)±
vuut

2X

j=1

g2
j

g = (k2
x

� k2
y

, 2k
x

k
y

)

g = kM (cos(M✓k), sin(M✓k))

E±(k) = kM

g = (k
x

, k
y

,m)

�0 =

✓
0 12

�12 0

◆
, �

i

=

✓
0 �

i

�
i

0

◆
, �5 =

✓ �12 0

0 12

◆
,

H(k) ± =

✓
m k

x

� ik
y

k
x

+ ik
y

�m

◆
 ± = ±

p
k2 +m2

 ±

g = (k
x

, k
y

, k
z

)

� =

˛
ih |rk| i| {z }

A

·dk

g = 0

g = 1

� = ⇡

⌫ =

ˆ ˆ
dS ·rk ⇥ ih |rk| i| {z }

~⌦

g(k) = (0, k
x

, k
y

, k
z

, 0)

z }| {

1

The Berry phase of a nodal crossing with energy spectrum    
is 
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The crossings in nodal points manifest themselves through band 
invariants!

Berry phase: 

Chern number: 

Berry connection
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by Dirac strings!



All topological materials are insulators in bulk and 
metallic at the surface!

Graphene is a 2D form of carbon that is of current
interest !Novoselov et al., 2005; Zhang et al., 2005; Geim
and Novoselov, 2007; Castro Neto et al., 2009". What
makes graphene interesting electronically is the fact that
the conduction band and valence band touch each other
at two distinct points in the Brillouin zone. Near those
points the electronic dispersion resembles the linear dis-
persion of massless relativistic particles, described by the
Dirac equation !DiVincenzo and Mele, 1984; Semenoff,
1984". The simplest description of graphene employs a
two band model for the pz orbitals on the two equivalent
atoms in the unit cell of graphene’s honeycomb lattice.
The Bloch Hamiltonian is then a 2!2 matrix,

H!k" = h!k" · "! , !3"

where "! = !"x ,"y ,"z" are Pauli matrices and h!k"
= „hx!k" ,hy!k" ,0…. The combination of inversion !P" and
time-reversal !T" symmetry requires hz!k"=0 because P
takes hz!k" to −hz!−k", while T takes hz!k" to +hz!−k".
The Dirac points occur because the two components
h!k" can have point zeros in two dimensions. In
graphene they occur at two points, K and K!=−K,
whose locations at the Brillouin-zone corners are fixed
by graphene’s rotational symmetry. For small q#k−K,
h!q"=#vFq, where vF is a velocity, so H!q"=#vFq ·"! has
the form of a 2D massless Dirac Hamiltonian.

The degeneracy at the Dirac point is protected by P
and T symmetry. By breaking these symmetries the de-
generacy can be lifted. For instance, P symmetry is vio-
lated if the two atoms in the unit cell are inequivalent.
This allows hz!k" to be nonzero. If hz!k" is small, then
near K $Eq. !3"% becomes a massive Dirac Hamiltonian,

H!q" = #vFq · "! + m"z, !4"

where m=hz!K". The dispersion E!q"= ±&'#vFq'2+m2

has an energy gap 2'm'. Note that T symmetry requires
the Dirac point at K! to have a mass m!=hz!K!" with the
same magnitude and sign, m!=m. This state describes an
ordinary insulator.

Haldane !1988" imagined lifting the degeneracy by
breaking T symmetry with a magnetic field that is zero
on the average but has the full symmetry on the lattice.
This perturbation allows nonzero hz!k" and introduces a
mass to the Dirac points. However, P symmetry requires
the masses at K and K! to have opposite signs, m!=−m.
Haldane showed that this gapped state is not an insula-
tor but rather a quantum Hall state with "xy=e2 /h.

This nonzero Hall conductivity can be understood in
terms of Eq. !2". For a two level Hamiltonian of the
form of Eq. !3" it is well known that the Berry flux
!Berry, 1984" is related to the solid angle subtended by
the unit vector ĥ!k"=h!k" / 'h!k"', so that Eq. !2" takes
the form

n =
1

4$
( d2k!!kx

ĥ ! !ky
ĥ" · ĥ . !5"

This simply counts the number of times ĥ!k" wraps
around the unit sphere as a function of k. When the

masses m=m!=0, ĥ!k" is confined to the equator hz=0,
with a unit !and opposite" winding around each of the
Dirac points where 'h'=0. For small but finite m, 'h'
"0 everywhere, and ĥ!K" visits the north or south pole,
depending on the sign of m. It follows that each Dirac
point contributes ±e2 /2h to "xy. In the insulating state
with m=m! the two cancel, so "xy=0. In the quantum
Hall state they add.

It is essential that there were an even number of Dirac
points since otherwise the Hall conductivity would be
quantized to a half integer. This is in fact guaranteed by
the fermion doubling theorem !Nielssen and Ninomiya,
1983", which states that for a T invariant system Dirac
points must come in pairs. We return to this issue in Sec.
IV, where the surface of a topological insulator provides
a loophole for this theorem.

3. Edge states and the bulk-boundary correspondence

A fundamental consequence of the topological classi-
fication of gapped band structures is the existence of
gapless conducting states at interfaces where the topo-
logical invariant changes. Such edge states are well
known at the interface between the integer quantum
Hall state and vacuum !Halperin, 1982". They may be
understood in terms of the skipping motion electrons
execute as their cyclotron orbits bounce off the edge
$Fig. 2!a"%. Importantly, the electronic states responsible
for this motion are chiral in the sense that they propa-
gate in one direction only along the edge. These states
are insensitive to disorder because there are no states
available for backscattering—a fact that underlies the
perfectly quantized electronic transport in the quantum
Hall effect.

The existence of such “one way” edge states is deeply
related to the topology of the bulk quantum Hall state.
Imagine an interface where a crystal slowly interpolates
as a function of distance y between a quantum Hall state
!n=1" and a trivial insulator !n=0". Somewhere along
the way the energy gap has to vanish because otherwise
it is impossible for the topological invariant to change.
There will therefore be low energy electronic states
bound to the region where the energy gap passes
through zero. This interplay between topology and gap-

E

k

EF

0/a−π

Conduction Band

Valence Band

Quantum Hall
State n=1

Insulator n=0

(a) (b)

/a−π

FIG. 2. !Color online" The interface between a quantum Hall
state and an insulator has chiral edge mode. !a" The skipping
cyclotron orbits. !b" The electronic structure of a semi-infinite
strip described by the Haldane model. A single edge state con-
nects the valence band to the conduction band.
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tection efficiency for the read beam is $ ;
0.04, so we infer the efficiency of quantum
state transfer from the atoms onto the pho-
ton, O ; 0.03.

We have realized a quantum node by
combining the entanglement of atomic and

photonic qubits with the atom-photon quan-
tum state transfer. By implementing the
second node at a different location and
performing a joint detection of the signal
photons from the two nodes, the quantum
repeater protocol (11), as well as distant te-
leportation of an atomic qubit, may be real-
ized. Based on this work, we estimate the
rate for these protocols to be R2 ; ($O"ns)

2 R ;
3 ! 10j7sj1. However, improvements in O
that are based on increasing the optical
thickness of atomic samples (16), as well as
elimination of transmission losses, could pro-
vide several orders of magnitude increase in
R2. Our results also demonstrate the possi-
bility of realizing quantum nodes consisting
of multiple atomic qubits by using multiple
beams of light. This approach shows prom-
ise for implementation of distributed quan-
tum computation (20, 21).
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Electric Field Effect in Atomically
Thin Carbon Films

K. S. Novoselov,1 A. K. Geim,1* S. V. Morozov,2 D. Jiang,1

Y. Zhang,1 S. V. Dubonos,2 I. V. Grigorieva,1 A. A. Firsov2

We describe monocrystalline graphitic films, which are a few atoms thick but are
nonetheless stable under ambient conditions, metallic, and of remarkably high
quality. The films are found to be a two-dimensional semimetal with a tiny overlap
between valence and conductance bands, and they exhibit a strong ambipolar
electric field effect such that electrons and holes in concentrations up to 1013 per
square centimeter and with room-temperature mobilities of È10,000 square
centimeters per volt-second can be induced by applying gate voltage.

The ability to control electronic properties of
a material by externally applied voltage is at
the heart of modern electronics. In many
cases, it is the electric field effect that allows
one to vary the carrier concentration in a
semiconductor device and, consequently,
change an electric current through it. As the

semiconductor industry is nearing the limits
of performance improvements for the current
technologies dominated by silicon, there is a
constant search for new, nontraditional mate-
rials whose properties can be controlled by
the electric field. The most notable recent
examples of such materials are organic
conductors (1) and carbon nanotubes (2). It
has long been tempting to extend the use of
the field effect to metals Ee.g., to develop all-
metallic transistors that could be scaled down
to much smaller sizes and would consume
less energy and operate at higher frequencies

than traditional semiconducting devices (3)^.
However, this would require atomically thin
metal films, because the electric field is
screened at extremely short distances (G1 nm)
and bulk carrier concentrations in metals are
large compared to the surface charge that can
be induced by the field effect. Films so thin
tend to be thermodynamically unstable, be-
coming discontinuous at thicknesses of sev-
eral nanometers; so far, this has proved to be
an insurmountable obstacle to metallic elec-
tronics, and no metal or semimetal has been
shown to exhibit any notable (91%) field ef-
fect (4).

We report the observation of the electric
field effect in a naturally occurring two-
dimensional (2D) material referred to as
few-layer graphene (FLG). Graphene is the
name given to a single layer of carbon atoms
densely packed into a benzene-ring struc-
ture, and is widely used to describe proper-
ties of many carbon-based materials, including
graphite, large fullerenes, nanotubes, etc. (e.g.,
carbon nanotubes are usually thought of as
graphene sheets rolled up into nanometer-sized
cylinders) (5–7). Planar graphene itself has
been presumed not to exist in the free state,
being unstable with respect to the formation of
curved structures such as soot, fullerenes, and
nanotubes (5–14).

Table 1. Conditional probabilities P(IkS) to detect the idler photon in state I given detection of the signal
photon in state S, at the point of maximum correlation for %t 0 100 ns delay between read and write
pulses; all the errors are based on counting statistics of coincidence events.

Basis P(HikHs) P(VikHs) P(VikVs) P(HikVs)

0- 0.92 T 0.02 0.08 T 0.02 0.88 T 0.03 0.12 T 0.03
45- 0.75 T 0.02 0.25 T 0.02 0.81 T 0.02 0.19 T 0.02
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Fig. 4. Time-dependent entanglement fidelity
of the signal and the idler Fsi; circles for %t 0
100 ns, diamonds for %t 0 200 ns.
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tection efficiency for the read beam is $ ;
0.04, so we infer the efficiency of quantum
state transfer from the atoms onto the pho-
ton, O ; 0.03.

We have realized a quantum node by
combining the entanglement of atomic and

photonic qubits with the atom-photon quan-
tum state transfer. By implementing the
second node at a different location and
performing a joint detection of the signal
photons from the two nodes, the quantum
repeater protocol (11), as well as distant te-
leportation of an atomic qubit, may be real-
ized. Based on this work, we estimate the
rate for these protocols to be R2 ; ($O"ns)

2 R ;
3 ! 10j7sj1. However, improvements in O
that are based on increasing the optical
thickness of atomic samples (16), as well as
elimination of transmission losses, could pro-
vide several orders of magnitude increase in
R2. Our results also demonstrate the possi-
bility of realizing quantum nodes consisting
of multiple atomic qubits by using multiple
beams of light. This approach shows prom-
ise for implementation of distributed quan-
tum computation (20, 21).
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We describe monocrystalline graphitic films, which are a few atoms thick but are
nonetheless stable under ambient conditions, metallic, and of remarkably high
quality. The films are found to be a two-dimensional semimetal with a tiny overlap
between valence and conductance bands, and they exhibit a strong ambipolar
electric field effect such that electrons and holes in concentrations up to 1013 per
square centimeter and with room-temperature mobilities of È10,000 square
centimeters per volt-second can be induced by applying gate voltage.

The ability to control electronic properties of
a material by externally applied voltage is at
the heart of modern electronics. In many
cases, it is the electric field effect that allows
one to vary the carrier concentration in a
semiconductor device and, consequently,
change an electric current through it. As the

semiconductor industry is nearing the limits
of performance improvements for the current
technologies dominated by silicon, there is a
constant search for new, nontraditional mate-
rials whose properties can be controlled by
the electric field. The most notable recent
examples of such materials are organic
conductors (1) and carbon nanotubes (2). It
has long been tempting to extend the use of
the field effect to metals Ee.g., to develop all-
metallic transistors that could be scaled down
to much smaller sizes and would consume
less energy and operate at higher frequencies

than traditional semiconducting devices (3)^.
However, this would require atomically thin
metal films, because the electric field is
screened at extremely short distances (G1 nm)
and bulk carrier concentrations in metals are
large compared to the surface charge that can
be induced by the field effect. Films so thin
tend to be thermodynamically unstable, be-
coming discontinuous at thicknesses of sev-
eral nanometers; so far, this has proved to be
an insurmountable obstacle to metallic elec-
tronics, and no metal or semimetal has been
shown to exhibit any notable (91%) field ef-
fect (4).

We report the observation of the electric
field effect in a naturally occurring two-
dimensional (2D) material referred to as
few-layer graphene (FLG). Graphene is the
name given to a single layer of carbon atoms
densely packed into a benzene-ring struc-
ture, and is widely used to describe proper-
ties of many carbon-based materials, including
graphite, large fullerenes, nanotubes, etc. (e.g.,
carbon nanotubes are usually thought of as
graphene sheets rolled up into nanometer-sized
cylinders) (5–7). Planar graphene itself has
been presumed not to exist in the free state,
being unstable with respect to the formation of
curved structures such as soot, fullerenes, and
nanotubes (5–14).

Table 1. Conditional probabilities P(IkS) to detect the idler photon in state I given detection of the signal
photon in state S, at the point of maximum correlation for %t 0 100 ns delay between read and write
pulses; all the errors are based on counting statistics of coincidence events.

Basis P(HikHs) P(VikHs) P(VikVs) P(HikVs)

0- 0.92 T 0.02 0.08 T 0.02 0.88 T 0.03 0.12 T 0.03
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Fig. 4. Time-dependent entanglement fidelity
of the signal and the idler Fsi; circles for %t 0
100 ns, diamonds for %t 0 200 ns.
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Figure 4(a). Geometry of coils in Bitter magnet used for
levitating diamagnetic objects. The currents in the two
coils were equal. The region of stable levitation is near
the top of coil 1, and marked with a dot.

Figure 4(b). Frog levitated in the stable region.

A variety of diamagnetic objects was inserted into
the magnet, and the current through the coils adjusted
until stable levitation occurred (figure 4(b)). The
corresponding fields B0 were all close to the calculated
16 T, and the objects always floated near the top of the
inner coil, as predicted. Careful observation of a (3 mm
diameter) plastic sphere showed that it could be held
stably in the range (69± 1) mm< z < (86± 1) mm, in
very good agreement with theory.
The induced dipole m (equation (1)) responsible

for the levitation of a diamagnet can be regarded as

Figure 5. Profile of field on axis of Bitter magnet in
figure 4, measured at intervals of 10 mm, showing the
stable zone near the top of coil 1.

equivalent to a current I = |m|/A circulating in a loop
of area A embracing it. For an object of radius 10 mm,
such as the very young frog that was levitated (figure
4(b)), this current is about 1.5 A (corresponding to a
field B ⇧ 10�5B0 ⇧ 1.5 Gauss induced inside the frog).
Of course this represents the summation of microscopic
currents localized in atoms, not the bulk transport of
charge, so the living creatures were not electrocuted.
Indeed, they emerged from their ordeal in the solenoid
without suffering any noticeable biological effects—see
also Schenck (1992) and Kanal (1996).
As we showed earlier, it is impossible to levitate

paramagnets stably. Balance of forces can however
be achieved, and from (4) with the sign reversed it is
clear that this occurs for z < 0, and close to the centre
of the solenoid—rather than near the bottom—because
⇥paramagnetic ⇧ 10�3 ⇧ 100⇥diamagnetic; this position is
vertically stable but laterally unstable. Nevertheless,
some paramagnetic objects (Al, several types of brass,
stainless steel, paramagnetic salts with Mn and Cu)
were suspended in this way, but not levitated: they
were held against the side wall of the inner coil. On
a few occasions, paramagnets floated without apparent
contact, but were found to be buoyed up by a rising
current of paramagnetic air; when this was inhibited,
for example by covering the ends of the solenoid with
gauze, the objects slipped sideways and were again held
against the wall.

6. Discussion

Our treatment of diamagnetic levitation has neglected
at least three small effects that could have interesting
consequences. The first arises from the shape-
dependence of the induced magnetic moment. For living
organisms (e.g. frogs) trapped in the energy minimum
this could be exploited to provide an escape mechanism.
If the frog is initially in equilibrium, there are no forces
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Abstract. Diamagnetic objects are repelled by magnetic
fields. If the fields are strong enough, this repulsion can
balance gravity, and objects levitated in this way can be held
in stable equilibrium, apparently violating Earnshaw’s
theorem. In fact Earnshaw’s theorem does not apply to
induced magnetism, and it is possible for the total energy
(gravitational + magnetic) to possess a minimum. General
stability conditions are derived, and it is shown that stable
zones always exist on the axis of a field with rotational
symmetry, and include the inflection point of the magnitude
of the field. For the field inside a solenoid, the zone is
calculated in detail; if the solenoid is long, the zone is
centred on the top end, and its vertical extent is about half
the radius of the solenoid. The theory explains recent
experiments by Geim et al, in which a variety of objects (one
of which was a living frog) was levitated in a field of about
16 T. Similar ideas explain the stability of a spinning magnet
(LevitronTM) above a magnetized base plate. Stable levitation
of paramagnets is impossible.

Samenvatting. Magnetische velden stoten diamagnetische
voorwerpen af. Zulke velden kunnen zo sterk zijn dat zij de
zwaartekracht opheffen. Het is op deze wijze mogelijk zulke
voorwerpen te laten zweven. Dit vormt een stabiel
evenwicht, wat in tegenspraak schijnt te zijn met Earnshaw’s
Theorema. Echter Earnshaw’s Theorema is niet langer geldig
als het magnetisme veld geinduceerd is. De totale energie
(bevattende bijdragen van het magnetisme en de
zwaartekracht) kan toch een lokaal minimum vertonen.
Algemene criteria voor zo’n minimum zullen worden
opgesteld. Verder zal worden aangetoond dat voor een
cilindrisch symmetrisch veld, langs zijn symmetrie as altijd
een zone gevonden kan worden waarin een stabiel evenwicht
bestaat. Voor het veld binnen een solenoı̈de zal deze zone in
detail bepaald worden. Als deze spoel voldoende land is
bevindt deze zone zich aan het uiteinde van de spoel. De
lengte van deze zone langs de symmetrie as van het veld is
ongeveer de helft van de straal van de spoel. Deze theorie
geeft een goede verklaring voor de experimenten van Geim et

al. In deze experimenten werden een grote verscheidenheid
aan verschillende voorwerpen (waaronder een levende kikker)
tot zweven gebracht in velden van ongeveer 16 T. Analoge
theoriën verklaren de stabiliteit van een roterend permanent
magneetje (LevitronTM) boven een magneetische grondplaat.
Het is onmogelijk om paramagnetische voorwerpen stabiel te
doen zweven.

1. Introduction

It is fascinating to see objects floating without material
support or suspension. In the 1980s, this became a
familiar sight when pellets of the new high-temperature
type II superconductors were levitated above permanent
magnets, and vice versa (Brandt 1989) (levitation of
type I superconductors had been achieved much earlier
(Arkadiev 1947, Shoenberg 1952)). Recently, two other
kinds of magnetic levitation have captured the attention
of physicists and the general public. In the LevitronTM

(Berry 1996, Simon et al 1997, Jones et al 1997), a
permanent magnet in the form of a spinning top floats
above a fixed base that is also permanently magnetized.
In diamagnetic levitation, recently achieved by A K
Geim with J C Maan, H Carmona and P Main (Rodgers
1997), small objects (live frogs and grasshoppers,
waterdrops, flowers, hazelnuts . . . ) float in the large

(16 T) magnetic field inside a solenoid.
As well as being striking to the eye, magnetic

levitation is particularly surprising to physicists because
of the obstruction presented by Earnshaw’s theorem
(Earnshaw 1842, Page and Adams 1958, Scott 1959).
This states that no stationary object made of charges,
magnets and masses in a fixed configuration can be
held in stable equilibrium by any combination of static
electric, magnetic or gravitational forces, that is, by any
forces derivable from a potential satisfying Laplace’s
equation. The proof is simple: the stable equilibrium
of such an object would require its energy to possess
a minimum, which is impossible because the energy
must satisfy Laplace’s equation, whose solutions have
no isolated minima (or maxima), only saddles.
Our purpose here is to explain how stable magnetic

levitation of diamagnets can occur despite Earnshaw’s
theorem. To do this, we obtain formulas for the
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Figure 4(a). Geometry of coils in Bitter magnet used for
levitating diamagnetic objects. The currents in the two
coils were equal. The region of stable levitation is near
the top of coil 1, and marked with a dot.

Figure 4(b). Frog levitated in the stable region.

A variety of diamagnetic objects was inserted into
the magnet, and the current through the coils adjusted
until stable levitation occurred (figure 4(b)). The
corresponding fields B0 were all close to the calculated
16 T, and the objects always floated near the top of the
inner coil, as predicted. Careful observation of a (3 mm
diameter) plastic sphere showed that it could be held
stably in the range (69± 1) mm< z < (86± 1) mm, in
very good agreement with theory.
The induced dipole m (equation (1)) responsible

for the levitation of a diamagnet can be regarded as

Figure 5. Profile of field on axis of Bitter magnet in
figure 4, measured at intervals of 10 mm, showing the
stable zone near the top of coil 1.

equivalent to a current I = |m|/A circulating in a loop
of area A embracing it. For an object of radius 10 mm,
such as the very young frog that was levitated (figure
4(b)), this current is about 1.5 A (corresponding to a
field B ⇧ 10�5B0 ⇧ 1.5 Gauss induced inside the frog).
Of course this represents the summation of microscopic
currents localized in atoms, not the bulk transport of
charge, so the living creatures were not electrocuted.
Indeed, they emerged from their ordeal in the solenoid
without suffering any noticeable biological effects—see
also Schenck (1992) and Kanal (1996).
As we showed earlier, it is impossible to levitate

paramagnets stably. Balance of forces can however
be achieved, and from (4) with the sign reversed it is
clear that this occurs for z < 0, and close to the centre
of the solenoid—rather than near the bottom—because
⇥paramagnetic ⇧ 10�3 ⇧ 100⇥diamagnetic; this position is
vertically stable but laterally unstable. Nevertheless,
some paramagnetic objects (Al, several types of brass,
stainless steel, paramagnetic salts with Mn and Cu)
were suspended in this way, but not levitated: they
were held against the side wall of the inner coil. On
a few occasions, paramagnets floated without apparent
contact, but were found to be buoyed up by a rising
current of paramagnetic air; when this was inhibited,
for example by covering the ends of the solenoid with
gauze, the objects slipped sideways and were again held
against the wall.

6. Discussion

Our treatment of diamagnetic levitation has neglected
at least three small effects that could have interesting
consequences. The first arises from the shape-
dependence of the induced magnetic moment. For living
organisms (e.g. frogs) trapped in the energy minimum
this could be exploited to provide an escape mechanism.
If the frog is initially in equilibrium, there are no forces
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100-GHz Transistors from
Wafer-Scale Epitaxial Graphene
Y.-M. Lin,* C. Dimitrakopoulos, K. A. Jenkins, D. B. Farmer, H.-Y. Chiu,
A. Grill, Ph. Avouris*

Graphene is the thinnest electronic mate-
rial, merely one atom thick, with very
high carrier mobilities, and therefore it

should enable transistors operating at very high
frequencies (1–3). Here, we present field-effect
transistors (FETs) fabricated on a 2-inch graphene
wafer (Fig. 1A) with a cutoff frequency in the
radio frequency range, as high as 100 GHz.

Graphene (one to two layers) was epitaxially
formed on the Si face of a semi-insulating, high-
purity SiC wafer by thermal annealing at 1450°C
(4) and exhibited an electron carrier density of
~3 × 1012 cm−2 and a Hall-effect mobility be-
tween 1000 to 1500 cm2 V–1⋅s–1. In order to form
the top gate stack, an interfacial polymer layer
made of a derivative of poly-hydroxystyrene was
spin-coated on the graphene before atomic layer
deposition of a 10-nm-thick HfO2 insulating layer
(5). These gate dielectric deposition steps main-

tained the Hall-effect carrier mobility, between
900 to 1520 cm2 V–1⋅s–1, for devices fabricated
across the 2-inch wafer.

Arrays of top-gated FETs were fabricated
with various gate lengths, LG, the shortest being
240 nm. The drain current, ID, of graphene
FETs measured as a function of gate voltage, VG
(Fig. 1B), exhibited n-type characteristics. For
all of our graphene FETs, the Dirac point (the cur-
rent minimum) always occurred at VG < –3.5 V.
This value corresponds to a rather high electron
density (>4 × 1012 cm−2) in the graphene chan-
nel at a zero gate bias state and is advantageous
for achieving low series resistance of graphene
FETs. As a result, the device transconductance,
gm, defined by dID/dVG, is nearly constant over
a wide VG range in the on state (right axis in
Fig. 1B). The output characteristics (Fig. 1C)
differ from those of conventional Si FETs be-

cause of the absence of a band gap in graphene.
No clear current saturation was observed at drain
biases up to 2 Vor before device breakdown, so
the device transconductance increases with drain
voltage for these graphene FETs.

The scattering (S) parameters of these tran-
sistors were measured to investigate their high-
frequency response. The short-circuit current
gain |h21| (the ratio of small-signal drain and
gate currents) was derived from measured S pa-
rameters and displays the 1/f frequency depen-
dence expected for an ideal FET (Fig. 1D).
The cutoff frequency fT is the frequency at which
the current gain |h21| becomes unity and signifies
the highest frequency at which signals are propa-
gated. For a gate length of 240 nm, fT as high as
100 GHz was measured at a drain bias of 2.5 V.

This 100-GHz cutoff frequency exceeds those
of graphene FETs previously reported (1–3, 5)
as well as those of Si metal-oxide semiconduc-
tor FETs of the same gate length (~40 GHz at
240 nm) (6). In addition to the current gain, the
graphene FETs also possess power gain, GMAG,
up to fMAX ~ 14 GHz and 10 GHz for 550-nm
and 240-nm gate lengths (7), respectively. Both
fT and fMAX are important figures of merit of
transistor performance. fT reflects the intrinsic
behavior of a transistor channel, whereas fMAX

also strongly depends on other factors such as
the device layout and can be further enhanced,
for example, by optimizing the gate contact
leads.

The graphene FETs, made by using wafer-
scale graphene synthesis and fabrication processes,
demonstrate the high potential of graphene for
electronics applications.
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Fig. 1. (A) Image of devices fabricated on a 2-inch graphene wafer and schematic cross-sectional view
of a top-gated graphene FET. (B) The drain current, ID, of a graphene FET (gate length LG = 240 nm) as
a function of gate voltage at drain bias of 1 V with the source electrode grounded. The device
transconductance, gm, is shown on the right axis. (C) The drain current as a function of VD of a graphene
FET (LG = 240 nm) for various gate voltages. (D) Measured small-signal current gain |h21| as a function
of frequency f for a 240-nm-gate (◇) and a 550-nm-gate (△) graphene FET at VD = 2.5 V. Cutoff
frequencies, fT, were 53 and 100 GHz for the 550-nm and 240-nm devices, respectively.
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rial, merely one atom thick, with very
high carrier mobilities, and therefore it

should enable transistors operating at very high
frequencies (1–3). Here, we present field-effect
transistors (FETs) fabricated on a 2-inch graphene
wafer (Fig. 1A) with a cutoff frequency in the
radio frequency range, as high as 100 GHz.

Graphene (one to two layers) was epitaxially
formed on the Si face of a semi-insulating, high-
purity SiC wafer by thermal annealing at 1450°C
(4) and exhibited an electron carrier density of
~3 × 1012 cm−2 and a Hall-effect mobility be-
tween 1000 to 1500 cm2 V–1⋅s–1. In order to form
the top gate stack, an interfacial polymer layer
made of a derivative of poly-hydroxystyrene was
spin-coated on the graphene before atomic layer
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tained the Hall-effect carrier mobility, between
900 to 1520 cm2 V–1⋅s–1, for devices fabricated
across the 2-inch wafer.

Arrays of top-gated FETs were fabricated
with various gate lengths, LG, the shortest being
240 nm. The drain current, ID, of graphene
FETs measured as a function of gate voltage, VG
(Fig. 1B), exhibited n-type characteristics. For
all of our graphene FETs, the Dirac point (the cur-
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leads.
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Fig. 1. (A) Image of devices fabricated on a 2-inch graphene wafer and schematic cross-sectional view
of a top-gated graphene FET. (B) The drain current, ID, of a graphene FET (gate length LG = 240 nm) as
a function of gate voltage at drain bias of 1 V with the source electrode grounded. The device
transconductance, gm, is shown on the right axis. (C) The drain current as a function of VD of a graphene
FET (LG = 240 nm) for various gate voltages. (D) Measured small-signal current gain |h21| as a function
of frequency f for a 240-nm-gate (◇) and a 550-nm-gate (△) graphene FET at VD = 2.5 V. Cutoff
frequencies, fT, were 53 and 100 GHz for the 550-nm and 240-nm devices, respectively.
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FETs measured as a function of gate voltage, VG
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all of our graphene FETs, the Dirac point (the cur-
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nel at a zero gate bias state and is advantageous
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the current gain |h21| becomes unity and signifies
the highest frequency at which signals are propa-
gated. For a gate length of 240 nm, fT as high as
100 GHz was measured at a drain bias of 2.5 V.
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as well as those of Si metal-oxide semiconduc-
tor FETs of the same gate length (~40 GHz at
240 nm) (6). In addition to the current gain, the
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up to fMAX ~ 14 GHz and 10 GHz for 550-nm
and 240-nm gate lengths (7), respectively. Both
fT and fMAX are important figures of merit of
transistor performance. fT reflects the intrinsic
behavior of a transistor channel, whereas fMAX

also strongly depends on other factors such as
the device layout and can be further enhanced,
for example, by optimizing the gate contact
leads.

The graphene FETs, made by using wafer-
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Fig. 1. (A) Image of devices fabricated on a 2-inch graphene wafer and schematic cross-sectional view
of a top-gated graphene FET. (B) The drain current, ID, of a graphene FET (gate length LG = 240 nm) as
a function of gate voltage at drain bias of 1 V with the source electrode grounded. The device
transconductance, gm, is shown on the right axis. (C) The drain current as a function of VD of a graphene
FET (LG = 240 nm) for various gate voltages. (D) Measured small-signal current gain |h21| as a function
of frequency f for a 240-nm-gate (◇) and a 550-nm-gate (△) graphene FET at VD = 2.5 V. Cutoff
frequencies, fT, were 53 and 100 GHz for the 550-nm and 240-nm devices, respectively.
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100-GHz Transistors from
Wafer-Scale Epitaxial Graphene
Y.-M. Lin,* C. Dimitrakopoulos, K. A. Jenkins, D. B. Farmer, H.-Y. Chiu,
A. Grill, Ph. Avouris*

Graphene is the thinnest electronic mate-
rial, merely one atom thick, with very
high carrier mobilities, and therefore it

should enable transistors operating at very high
frequencies (1–3). Here, we present field-effect
transistors (FETs) fabricated on a 2-inch graphene
wafer (Fig. 1A) with a cutoff frequency in the
radio frequency range, as high as 100 GHz.

Graphene (one to two layers) was epitaxially
formed on the Si face of a semi-insulating, high-
purity SiC wafer by thermal annealing at 1450°C
(4) and exhibited an electron carrier density of
~3 × 1012 cm−2 and a Hall-effect mobility be-
tween 1000 to 1500 cm2 V–1⋅s–1. In order to form
the top gate stack, an interfacial polymer layer
made of a derivative of poly-hydroxystyrene was
spin-coated on the graphene before atomic layer
deposition of a 10-nm-thick HfO2 insulating layer
(5). These gate dielectric deposition steps main-

tained the Hall-effect carrier mobility, between
900 to 1520 cm2 V–1⋅s–1, for devices fabricated
across the 2-inch wafer.

Arrays of top-gated FETs were fabricated
with various gate lengths, LG, the shortest being
240 nm. The drain current, ID, of graphene
FETs measured as a function of gate voltage, VG
(Fig. 1B), exhibited n-type characteristics. For
all of our graphene FETs, the Dirac point (the cur-
rent minimum) always occurred at VG < –3.5 V.
This value corresponds to a rather high electron
density (>4 × 1012 cm−2) in the graphene chan-
nel at a zero gate bias state and is advantageous
for achieving low series resistance of graphene
FETs. As a result, the device transconductance,
gm, defined by dID/dVG, is nearly constant over
a wide VG range in the on state (right axis in
Fig. 1B). The output characteristics (Fig. 1C)
differ from those of conventional Si FETs be-

cause of the absence of a band gap in graphene.
No clear current saturation was observed at drain
biases up to 2 Vor before device breakdown, so
the device transconductance increases with drain
voltage for these graphene FETs.

The scattering (S) parameters of these tran-
sistors were measured to investigate their high-
frequency response. The short-circuit current
gain |h21| (the ratio of small-signal drain and
gate currents) was derived from measured S pa-
rameters and displays the 1/f frequency depen-
dence expected for an ideal FET (Fig. 1D).
The cutoff frequency fT is the frequency at which
the current gain |h21| becomes unity and signifies
the highest frequency at which signals are propa-
gated. For a gate length of 240 nm, fT as high as
100 GHz was measured at a drain bias of 2.5 V.

This 100-GHz cutoff frequency exceeds those
of graphene FETs previously reported (1–3, 5)
as well as those of Si metal-oxide semiconduc-
tor FETs of the same gate length (~40 GHz at
240 nm) (6). In addition to the current gain, the
graphene FETs also possess power gain, GMAG,
up to fMAX ~ 14 GHz and 10 GHz for 550-nm
and 240-nm gate lengths (7), respectively. Both
fT and fMAX are important figures of merit of
transistor performance. fT reflects the intrinsic
behavior of a transistor channel, whereas fMAX

also strongly depends on other factors such as
the device layout and can be further enhanced,
for example, by optimizing the gate contact
leads.

The graphene FETs, made by using wafer-
scale graphene synthesis and fabrication processes,
demonstrate the high potential of graphene for
electronics applications.
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Fine Structure Constant Defines
Visual Transparency of Graphene
R. R. Nair,1 P. Blake,1 A. N. Grigorenko,1 K. S. Novoselov,1 T. J. Booth,1 T. Stauber,2
N. M. R. Peres,2 A. K. Geim1*

There are few phenomena in condensed
matter physics that are defined only by
the fundamental constants and do not

depend on material parameters. Examples are
the resistivity quantum, h/e2, that
appears in a variety of transport ex-
periments, including the quantum
Hall effect and universal conduct-
ance fluctuations, and the mag-
netic flux quantum, h/2e, playing
an important role in the physics of
superconductivity (h is Planck’s
constant and e the electron charge).
By and large, it requires sophis-
ticated facilities and special mea-
surement conditions to observe any
of these phenomena. In contrast, we
show that the opacity of suspended
graphene (1) is defined solely by the
fine structure constant, a = e2/ℏc ≈
1/137 (where c is the speed of light),
the parameter that describes coupl-
ing between light and relativistic
electrons and that is traditionally as-
sociated with quantum electrody-
namics rather than materials science.
Despite being only one atom thick,
graphene is found to absorb a sig-
nificant (pa = 2.3%) fraction of
incident white light, a consequence
of graphene’s unique electronic
structure.

It was recently argued (2, 3) that the high-
frequency (dynamic) conductivity G for Dirac
fermions (1) in graphene should be a universal
constant equal to e2/4ℏ and different from its
universal dc conductivity, 4e2/ph [however, the
experiments do not comply with the prediction
for dc conductivity (1)]. The universal G implies
(4) that observable quantities such as graphene’s
optical transmittance T and reflectance R are also
universal and given by T ≡ (1 + 2pG/c)–2 = (1 +
½pa)–2 and R ≡ ¼p2a2T for the normal light in-
cidence. In particular, this yields graphene’s opac-
ity (1 – T) ≈ pa [this expression can also be
derived by calculating the absorption of light by
two-dimensional Dirac fermions with Fermi's
golden rule (5)]. The origin of the optical prop-
erties being defined by the fundamental con-
stants lies in the two-dimensional nature and
gapless electronic spectrum of graphene and does
not directly involve the chirality of its charge
carriers (5).

We have studied specially prepared graphene
crystals (5) such that they covered submillimeter
apertures in a metal scaffold (Fig. 1A inset). Such
large one-atom-thick membranes suitable for

optical studies were previously inaccessible (6).
Figure 1A shows an image of one of our samples
in transmitted white light. In this case, we have
chosen to show an aperture that is only partially
covered by suspended graphene so that opacities
of different areas can be compared. The line scan
across the image qualitatively illustrates changes
in the observed light intensity. Further measure-
ments (5) yield graphene’s opacity of 2.3 ± 0.1%
and negligible reflectance (<0.1%), whereas op-
tical spectroscopy shows that the opacity is prac-
tically independent of wavelength,l (Fig. 1B) (5).
The opacity is found to increase with membranes’
thickness so that each graphene layer adds another
2.3% (Fig. 1B inset). Ourmeasurements also yield
a universal dynamic conductivityG = (1.01 ± 0.04)
e2/4ℏ over the visible frequencies range (5), that is,
the behavior expected for ideal Dirac fermions.

The agreement between the experiment and
theory is striking because it was believed that the
universality could hold only for low energies

(E < 1 eV), beyond which the electronic spec-
trum of graphene becomes strongly warped and
nonlinear and the approximation of Dirac fer-
mions breaks down. However, our calculations
(5) show that finite-E corrections are surprisingly
small (a few%) even for visible light. Because of
these corrections, a metrological accuracy for a
would be difficult to achieve, but it is remarkable
that the fine structure constant can so directly be
assessed practically by the naked eye.
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Fig. 1. Looking through one-atom-thick crystals. (A) Photograph of a 50-mm aperture partially covered by graphene and its
bilayer. The line scan profile shows the intensity of transmitted white light along the yellow line. (Inset) Our sample design: A
20-mm-thick metal support structure has several apertures of 20, 30, and 50 mm in diameter with graphene crystallites placed
over them. (B) Transmittance spectrum of single-layer graphene (open circles). Slightly lower transmittance for l < 500 nm is
probably due to hydrocarbon contamination (5). The red line is the transmittance T= (1+0.5pa)–2 expected for two-dimensional
Dirac fermions,whereas thegreencurve takes intoaccountanonlinearityandtriangularwarpingofgraphene’selectronicspectrum.
Thegray area indicates the standarderror for ourmeasurements (5). (Inset) Transmittanceofwhite light asa functionof the
number of graphene layers (squares). The dashed lines correspond to an intensity reduction by pa with each added layer.
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There are few phenomena in condensed
matter physics that are defined only by
the fundamental constants and do not

depend on material parameters. Examples are
the resistivity quantum, h/e2, that
appears in a variety of transport ex-
periments, including the quantum
Hall effect and universal conduct-
ance fluctuations, and the mag-
netic flux quantum, h/2e, playing
an important role in the physics of
superconductivity (h is Planck’s
constant and e the electron charge).
By and large, it requires sophis-
ticated facilities and special mea-
surement conditions to observe any
of these phenomena. In contrast, we
show that the opacity of suspended
graphene (1) is defined solely by the
fine structure constant, a = e2/ℏc ≈
1/137 (where c is the speed of light),
the parameter that describes coupl-
ing between light and relativistic
electrons and that is traditionally as-
sociated with quantum electrody-
namics rather than materials science.
Despite being only one atom thick,
graphene is found to absorb a sig-
nificant (pa = 2.3%) fraction of
incident white light, a consequence
of graphene’s unique electronic
structure.

It was recently argued (2, 3) that the high-
frequency (dynamic) conductivity G for Dirac
fermions (1) in graphene should be a universal
constant equal to e2/4ℏ and different from its
universal dc conductivity, 4e2/ph [however, the
experiments do not comply with the prediction
for dc conductivity (1)]. The universal G implies
(4) that observable quantities such as graphene’s
optical transmittance T and reflectance R are also
universal and given by T ≡ (1 + 2pG/c)–2 = (1 +
½pa)–2 and R ≡ ¼p2a2T for the normal light in-
cidence. In particular, this yields graphene’s opac-
ity (1 – T) ≈ pa [this expression can also be
derived by calculating the absorption of light by
two-dimensional Dirac fermions with Fermi's
golden rule (5)]. The origin of the optical prop-
erties being defined by the fundamental con-
stants lies in the two-dimensional nature and
gapless electronic spectrum of graphene and does
not directly involve the chirality of its charge
carriers (5).

We have studied specially prepared graphene
crystals (5) such that they covered submillimeter
apertures in a metal scaffold (Fig. 1A inset). Such
large one-atom-thick membranes suitable for

optical studies were previously inaccessible (6).
Figure 1A shows an image of one of our samples
in transmitted white light. In this case, we have
chosen to show an aperture that is only partially
covered by suspended graphene so that opacities
of different areas can be compared. The line scan
across the image qualitatively illustrates changes
in the observed light intensity. Further measure-
ments (5) yield graphene’s opacity of 2.3 ± 0.1%
and negligible reflectance (<0.1%), whereas op-
tical spectroscopy shows that the opacity is prac-
tically independent of wavelength,l (Fig. 1B) (5).
The opacity is found to increase with membranes’
thickness so that each graphene layer adds another
2.3% (Fig. 1B inset). Ourmeasurements also yield
a universal dynamic conductivityG = (1.01 ± 0.04)
e2/4ℏ over the visible frequencies range (5), that is,
the behavior expected for ideal Dirac fermions.

The agreement between the experiment and
theory is striking because it was believed that the
universality could hold only for low energies

(E < 1 eV), beyond which the electronic spec-
trum of graphene becomes strongly warped and
nonlinear and the approximation of Dirac fer-
mions breaks down. However, our calculations
(5) show that finite-E corrections are surprisingly
small (a few%) even for visible light. Because of
these corrections, a metrological accuracy for a
would be difficult to achieve, but it is remarkable
that the fine structure constant can so directly be
assessed practically by the naked eye.
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There are few phenomena in condensed
matter physics that are defined only by
the fundamental constants and do not

depend on material parameters. Examples are
the resistivity quantum, h/e2, that
appears in a variety of transport ex-
periments, including the quantum
Hall effect and universal conduct-
ance fluctuations, and the mag-
netic flux quantum, h/2e, playing
an important role in the physics of
superconductivity (h is Planck’s
constant and e the electron charge).
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of these phenomena. In contrast, we
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graphene is found to absorb a sig-
nificant (pa = 2.3%) fraction of
incident white light, a consequence
of graphene’s unique electronic
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It was recently argued (2, 3) that the high-
frequency (dynamic) conductivity G for Dirac
fermions (1) in graphene should be a universal
constant equal to e2/4ℏ and different from its
universal dc conductivity, 4e2/ph [however, the
experiments do not comply with the prediction
for dc conductivity (1)]. The universal G implies
(4) that observable quantities such as graphene’s
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universal and given by T ≡ (1 + 2pG/c)–2 = (1 +
½pa)–2 and R ≡ ¼p2a2T for the normal light in-
cidence. In particular, this yields graphene’s opac-
ity (1 – T) ≈ pa [this expression can also be
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two-dimensional Dirac fermions with Fermi's
golden rule (5)]. The origin of the optical prop-
erties being defined by the fundamental con-
stants lies in the two-dimensional nature and
gapless electronic spectrum of graphene and does
not directly involve the chirality of its charge
carriers (5).

We have studied specially prepared graphene
crystals (5) such that they covered submillimeter
apertures in a metal scaffold (Fig. 1A inset). Such
large one-atom-thick membranes suitable for

optical studies were previously inaccessible (6).
Figure 1A shows an image of one of our samples
in transmitted white light. In this case, we have
chosen to show an aperture that is only partially
covered by suspended graphene so that opacities
of different areas can be compared. The line scan
across the image qualitatively illustrates changes
in the observed light intensity. Further measure-
ments (5) yield graphene’s opacity of 2.3 ± 0.1%
and negligible reflectance (<0.1%), whereas op-
tical spectroscopy shows that the opacity is prac-
tically independent of wavelength,l (Fig. 1B) (5).
The opacity is found to increase with membranes’
thickness so that each graphene layer adds another
2.3% (Fig. 1B inset). Ourmeasurements also yield
a universal dynamic conductivityG = (1.01 ± 0.04)
e2/4ℏ over the visible frequencies range (5), that is,
the behavior expected for ideal Dirac fermions.

The agreement between the experiment and
theory is striking because it was believed that the
universality could hold only for low energies

(E < 1 eV), beyond which the electronic spec-
trum of graphene becomes strongly warped and
nonlinear and the approximation of Dirac fer-
mions breaks down. However, our calculations
(5) show that finite-E corrections are surprisingly
small (a few%) even for visible light. Because of
these corrections, a metrological accuracy for a
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Very transparent



The strongest known material

to multiple depths (between 20 and 100 nm). In
total, 67 values of s2D0 and E2D were determined
by fitting to Eq. 2. Figure 3A shows the dis-
tribution of the derived values of E2D. The mean
value of E2D is 342 N m−1, with a standard de-
viation of 30 N m−1. An estimate of the overall
uncertainty in the measured value is discussed in
(16). The elastic modulus values obtained from
all data subsets (different flakes, tips, well radii,
indentation depth, and indentation speed) were
statistically indistinguishable.

Figure 3B shows the derived values for the
film pretension, which range from 0.07 to 0.74
N m−1, with flake 2 showing larger pretension
on average. These values are remarkably high,
higher than the fracture strengths of many con-
ventional materials. We also observed that,
because the membrane follows the wall for 2 to
10 nm, the actual membrane profile is ~0.2 to
1% longer than the nominal well diameter. This
elongation would lead to an added stress of 0.7 to
3.4 N m−1, larger than the measured pretension
in most cases. Therefore, we conclude that the
graphene is nominally in a compressed state
when not suspended.

The intrinsic strength of graphene was mea-
sured by loading the membranes to the breaking
point. Figure 4A shows four typical breaking
curves, for both tip radii and well diameters.
There is no sign of slippage or other irreversible
deformation prior to catastrophic failure. Figure
1D shows an AFM image of a fractured mem-
brane. The graphene film still hangs around the
edge of the hole, which suggests that fracture
started at the indentation point. The films break
at large deflections (above 100 nm) and forces
of about 1.8 mN and 2.9 mN for the smaller and
larger indenter tips, respectively. These forces
were large enough to break standard Si AFM
tips; TEM inspection confirmed that the dia-
mond tips used in this study were not damaged.
From those four typical curves, a clear pattern
emerges: The force-displacement behavior is
insensitive to tip radius, but the breaking force is
mainly a function of tip radius and shows no
dependence on membrane size, because of the
extreme stress concentration (see also Fig. 2B)
under the indenter tip.

The maximum stress for a clamped, linear
elastic, circular membrane under a spherical

indenter as a function of applied load has been
derived on the basis of a continuum model as

s2Dm ¼ FE2D

4pR

! "
1
2

ð3Þ

where s2Dm is the maximum stress at the central
point of the film (27). This analytical solution
helps illuminate the relationship among break-
ing force, tip radius, and maximum stress, in
particular showing that the breaking force should
vary inversely with tip radius. Analyzing all of
the measured data using Eq. 3 yields an average
breaking strength of 55 N m−1. However, be-
cause the model ignores nonlinear elasticity, this
value overestimates the strength.

The breaking forces we measured in the
graphene films strongly suggest that the films in
the neighborhood of the tip are free of defects, so
that the maximum stress in the film represents the
intrinsic strength. Two observations support this
argument. First, the magnitude of the stresses
under the indenter tip that we observed is con-
sistent with predictions of intrinsic strength based
on ab initio calculations for monolayer graphene
(18, 19). Second, the distribution of breaking forces,
as shown in Fig. 4B, was relatively narrow,
whereas for brittle fracture one would expect a
wider distribution depending on the random size,
number, and position of defects under the tip. The
second argument can be quantified by fitting the
histograms to the Weibull distribution (28),
which characterizes the failure of brittle materials
with random defects (fig. S8). The statistics
suggest that the material is defect-free, at least
under the indenter tip. This is consistent with
scanning tunneling microscopy measurements
(29) of graphene films (from the same source
material) that show no defects over regions of
hundreds of square nanometers. Therefore, we
used a nonlinear elastic model to treat the break-
ing force data as corresponding to the intrinsic
strength of the graphene.

A series of numerical simulations was per-
formed for the 1-mm-diameter graphene film
and the 16.5-nm-radius indenter tip to determine
the relationship between the indentation break-
ing force and the third-order elastic constant,
D2D. In each simulation, the breaking force was
determined as that load at which the solution
could no longer converge to an equilibrium state
under the indenter tip because of the negative
slope of the elastic response at strains larger
than eint. The mean experimentally determined
breaking force of 1770 nN was consistent with
a value of D2D = –690 N m−1. This value of
D2D was then used in the numerical model
for the 1-mm-diameter graphene film and the
27.5-nm-radius indenter. The simulation predicted
a breaking force (2880 nN) virtually identical to
the mean experimental value of 2890 nN. There-
fore, the experimentally determined values of the
second-order and third-order elastic stiffnesses for
monolayer graphene are E2D = 340 ± 50 N m−1

A B

Fig. 4. Fracture test results. (A) Four typical tests, with different tip radii and film diameters; fracture
loads are indicated by × marks. Breaking force depended strongly on tip radius but not on sample
diameter. (B) Histogram and Gaussian distribution of breaking force for both tips.

A B

Fig. 3. Elastic response test results. (A) Histogram of elastic stiffness. (B) Histogram of film pretensions.
Dashed lines in both plots represent Gaussian fits to data. The effective Young’s modulus and prestress
were obtained by dividing by the graphite interlayer spacing.
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Measurement of the Elastic
Properties and Intrinsic Strength
of Monolayer Graphene
Changgu Lee,1,2 Xiaoding Wei,1 Jeffrey W. Kysar,1,3 James Hone1,2,4*

We measured the elastic properties and intrinsic breaking strength of free-standing monolayer
graphene membranes by nanoindentation in an atomic force microscope. The force-displacement
behavior is interpreted within a framework of nonlinear elastic stress-strain response, and yields
second- and third-order elastic stiffnesses of 340 newtons per meter (N m−1) and −690 N m−1,
respectively. The breaking strength is 42 N m−1 and represents the intrinsic strength of a
defect-free sheet. These quantities correspond to a Young’s modulus of E = 1.0 terapascals,
third-order elastic stiffness of D = –2.0 terapascals, and intrinsic strength of sint = 130 gigapascals
for bulk graphite. These experiments establish graphene as the strongest material ever measured,
and show that atomically perfect nanoscale materials can be mechanically tested to deformations
well beyond the linear regime.

In 1921, Griffith published a groundbreaking
study on the fracture of brittle materials that
established the relationship between the change

of potential energy of a brittle system with crack
growth and the free energy of a newly created
surface (1). As a result of this insight, Griffith
deduced that the actual breaking strength of a
brittle material is governed by the sizes of de-
fects and flaws within the material, rather than
the intrinsic strength of its atomic bonds. To
emphasize the point, Griffith wrote that “in the
limit, in fact, a fiber consisting of a single line of
molecules must possess the theoretical molecu-
lar tensile strength,” the maximum stress that
can be supported by the material prior to failure
in a pristine material without defects, here denoted
as the intrinsic strength. He then proceeded to
experimentally estimate the intrinsic tensile strength
by measuring the breaking strength of a series of
glass fibers with progressively smaller diameters
and extrapolating the results to an atomic radius.
He extrapolated an intrinsic strength of about
E/9, where E is the elastic stiffness (Young’s mod-
ulus) of the material under uniaxial tension. The
concepts related to fracture have been well de-
veloped in the intervening decades; however, a
direct and repeatable measurement of the in-

trinsic breaking strength of a material has re-
mained elusive. We probed the intrinsic strength
of monolayer graphene, as well as its linear and
nonlinear elastic properties.

Graphene, which consists of a two-dimensional
(2D) sheet of covalently bonded carbon atoms,
forms the basis of both 3D graphite and 1D car-
bon nanotubes. Its intrinsic strength, predicted to
exceed that of any other material (2), motivates
the use of carbon-fiber reinforcements in ad-
vanced composites, and may permit such exotic
structures as a “space elevator” if macroscopic
fibers close to the theoretical strength can be
realized. However, the intrinsic strength of this
material has still not been definitively measured

because of the inevitable presence of defects and
grain boundaries in macroscopic samples. In the
past few years, multiple studies (3–10) of car-
bon nanotubes have confirmed their high stiff-
ness and strength. However, determination of these
quantities has been difficult because of uncer-
tainty in the sample geometry, stress concentra-
tion at clamping points, structural defects, and
unknown load distribution among shells in mul-
tiwalled nanotubes. Recent experimental ad-
vances (11) now permit the study of individual
graphene sheets. We used atomic force micro-
scope (AFM) nanoindentation to measure the
mechanical properties of monolayer graphene
membranes suspended over open holes. This
technique has recently been used to study multi-
layer graphene (12, 13) and offers three impor-
tant advantages over experiments on nanotubes:
The sample geometry can be precisely defined,
the 2D structure is less sensitive to the presence
of a single defect, and the sheet is clamped around
the entire hole circumference, as opposed to two
points in the case of nanotubes.

For this study, a 5-by-5-mm array of circular
wells (diameters 1.5 mm and 1 mm, depth 500 nm)
was patterned onto a Si substrate with a 300-nm
SiO2 epilayer by nanoimprint lithography and
reactive ion etching (Fig. 1). Graphite flakes were
then mechanically deposited onto the substrate
(14). Optical microscopy was used to find flakes
of monolayer graphene, whose thicknesses were
confirmed with Raman spectroscopy (15) (fig.
S1). Figure 1A shows a monolayer flake depos-
ited over many circular wells to form a series of
free-standing membranes. Noncontact mode
AFM imaging (Fig. 1B) confirmed that the

1Department of Mechanical Engineering, Columbia Uni-
versity, New York, NY 10027, USA. 2Defense Advanced
Research Projects Agency Center for Integrated Micro/Nano-
Electromechanical Transducers (iMINT), Columbia University,
New York, NY 10027, USA. 3Center for Nanostructured Ma-
terials, Columbia University, New York, NY 10027, USA.
4Center for Electronic Transport in Molecular Nanostructures,
Columbia University, New York, NY 10027, USA.

*To whom correspondence should be addressed. E-mail:
jh2228@columbia.edu

Fig. 1. Images of sus-
pended graphene mem-
branes. (A) Scanning
electron micrograph of a
large graphene flake span-
ning an array of circular
holes 1 mm and 1.5 mm
in diameter. Area I shows
a hole partially covered
by graphene, area II is fully
covered, and area III is
fractured from indenta-
tion. Scale bar, 3 mm. (B)
Noncontact mode AFM
image of one membrane,
1.5 mm in diameter. The
solid blue line is a height
profile along the dashed
line. The step height at the
edge of the membrane is
about 2.5 nm. (C) Schematic of nanoindentation on suspended graphene membrane. (D) AFM image of
a fractured membrane.
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