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Semiclassical Transport Theory 
 

To completely specify the operation of a device, one must know the state of each carrier 

within the device. If carriers are treated as classical particles, one way of specifying the state of 

the carriers is to solve Newton’s equations 
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where ( , , )r pR t  is a random force function due to impurities or lattice vibrations or other 

imperfections in the system. Alternative approach would be to calculate the probability of 

finding a carrier with crystal momentum k at position r at time t, given by the distribution 

function f(r,k,t), obtained by solving the Boltzmann transport equation (BTE) [1,2,3]. It is 

important to note that this theory is based on the following assumptions: 

•  Electrons and holes are independent particles. 

•  The system is described by a set of Bloch functions [4,5]. 

•  Particles do not interact with each other, but may be scattered by impurities, phonons, 

etc. 

•  The number of electrons in an elementary volume ∆V centered around r, that have 

wavevectors in the range of d3k centered around k is given by 3
3
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Therefore, once the distribution function is specified, various moments of the distribution 

function can give us particle density, current density, energy density, etc. More precisely 
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 A full quantum-mechanical view to this problem is rather difficult [6,7]. The uncertainty 

principle states, for example, that we can not specify simultaneously the position and the 

momentum of the particle. Hence, one needs to adopt a coarse-grained average point of view, in 

which positions are specified within a macroscopic volume, and momenta are also specified 



within some interval. If one tries to go straightforwardly and construct f(r,k,t) from the quantum-

mechanical wavefunctions, difficulties arise since f is not necessarily positive definite. 

Approximations made for the distribution function 

The most difficult problem in device analysis is to calculate the distribution function f(r,k,t). To 

overcome these difficulties, reasonable guess for the distribution function is often made. Two 

most commonly used approaches are: 

•  Quasi-Fermi level concept. 

•  Displaced Maxwellian approximation for the distribution function. 

(A) Quasi-Fermi level concept 

Under equilibrium conditions 2
inp n= , where n is the electron concentration, p is the hole 

concentration and ni is the intrinsic carrier concentration which follows from the use of the 

equilibrium distribution functions for electrons and holes, i.e. 
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Under non-equilibrium conditions, it may still be useful to represent the distribution functions for 

electrons and holes as 
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Therefore, under non-equilibrium conditions and assuming non-degenerate statistics, we will 

have 
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where NC and NV are the effective density of states of the conduction and valence band, 

respectively [8,9]. The product 
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suggests that the difference EFn - EFp  is a measure for the deviation from the equilibrium. 

However, this can not be correct distribution function since it is even in k, which means that it 

suggests that current can never flow in a device. The fact that makes it not so unreasonable is 

that average carrier velocities are usually much smaller than the spread in velocity, given by 

72 * 10 / for   Bk T m cm s≈
  m* = m0 (free electron mass). 

EFn=EFp=EF

p n

pp0 ≈ NA nn0 ≈ ND

np0
pn0

excess electron
density is zero.

excess hole
density is zero.

np(0) pn(0’)

pn0

excess electron
density

excess hole
density

p n

EFp

EFp

EFnEFn

np0

EFn=EFp=EF

p n

EFn=EFp=EF

p n

pp0 ≈ NA nn0 ≈ ND

np0
pn0

excess electron
density is zero.

excess hole
density is zero.

pp0 ≈ NA nn0 ≈ ND

np0
pn0

excess electron
density is zero.

excess hole
density is zero.

np(0) pn(0’)

pn0

excess electron
density

excess hole
density

p n

EFp

EFp

EFnEFn

np0

 

Figure 1. Energy band profile of a pn-diode under equilibrium and non-equilibrium conditions. 

Note that to get the excess electron density (bottom right panel) the electron quasi-Fermi level 

must move up (top right panel), thus increasing the probability of state occupancy. The same is 

true for the excess hole concentration, where the hole quasi-Fermi level moves downward. 



(B) Displaced Maxwellian Approximation 

A better guess for the distribution function f(r,k,t) is to assume that the distribution 

function retains its shape, but that its average momentum is displaced from the origin. For 

example, particularly suitable form to use is [10] 
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Figure 2. Displaced Maxwellian distribution function. 

Using this form of the distribution function gives 
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In the same manner, one finds that the kinetic energy density per carrier is given by 
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The first term on the RHS represents the drift energy due to average drift velocity, and the 

second term is the well known thermal energy term due to collisions of carriers with phonons 

[11]. 



 Since in both cases, the guess for the non-equilibrium distribution has been guided by the 

form of the equilibrium, they are only valid in near-equilibrium conditions. For far-from-

equilibrium conditions, the shape of the distribution function can be rather different [12]. This 

necessitates the solution of the Boltzmann transport equation that is introduced in the following 

section. 

Boltzmann transport equation 

To derive the BTE consider a region of phase space about the point 
( , , , , , )x y zx y z p p p

. The 

number of particles entering this region in time dt is equal to the number which were in the 

region of phase space (x-vxdt,y-vydt,z-vzdt,px-Fxdt,py-Fydt,pz-Fzdt) at a time dt earlier. If 

f(x,y,z,px,py,pz) is the distribution function  which expresses the number of particles per quantum 

state in the region, then the change df which occurs during time dt due to the motion of the 

particles in coordinate space and due to the fact that force fields acting on the particles tend to 

move them from one region to another in momentum space is [13]: 
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Using Taylor series expansion, we get 
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So far, only the change in the distribution function due to the motion of particles in coordinate 

space and due to the momentum changes arising from the force fields acting on the particles have 

been accounted for. Particles may also be transferred into or out of a given region in phase space 

by collisions or scattering interactions involving other particles of the distribution or scattering 

centers external to the assembly of particles under consideration. If the rate of change of the 

distribution function due to collisions, or scattering, is denoted by ( )
coll

f t∂ ∂
, the total rate of 

change of f  becomes 
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The last term on the RHS of Eqs. (3.14) and (3.15) occurs when generation-recombination 

processes play significant role. Eq. (3.15) represents the Boltzmann transport equation, which is 

nothing more but a book-keeping equation for the particle flow in the phase space.  

 

Figure 3. A cell in two-dimensional phase space. The three processes, namely drift, diffusion, 

and scattering, that affect the evolution of f(r,p,t) with time in phase space are shown. 

The various terms that appear in Eq. (15) represent 
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the sum of the force due to the electric field and the Lorentz force due to the magnetic 

flux density, B. 
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. This term arises if there is a spatial variation in the distribution 

function due to concentration or temperature gradients, both of which will result in a 

diffusion of carriers in coordinate space. 

•  ( )
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 is the collision term which equals the difference between the in-scattering 

and the out-scattering processes, i.e. 
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 The presence of f(k) and f(k’) in the collision integral makes the BTE rather complicated 

integro-differential equation for f(r,k,t), whose solution requires a number of simplifying 

assumptions. In the absence of perturbing fields and temperature gradients, the distribution 

function must be the Fermi-Dirac function. In this case, the collision term must vanish and the 

principle of detailed balance gives for all k and k’ and all scattering mechanisms 
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Therefore, if the phonons interacting with the electrons are in thermal equilibrium, we get 
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This relation must be satisfied regardless of the origin of the scattering forces. If, for example, 

we assume k k'E E> , then ( , ')k kS  which involves emission must exceed ( ', )k kS  which 

involves absorption. Note that the BTE is valid under assumptions of semi-classical transport: 

effective mass approximation (which incorporates the quantum effects due to the periodicity of 



the crystal); Born approximation for the collisions, in the limit of small perturbation for the 

electron-phonon interaction and instantaneous collisions; no memory effects, i.e. no dependence 

on initial condition terms. The phonons are usually treated as in equilibrium, although the 

condition of non-equilibrium phonons may be included through an additional equation [14]. 

Scattering Processes 

Free carriers (electrons and holes) interact with the crystal and with each other through a 

variety of scattering processes which relax the energy and momentum of the particle.  Based on 

first order, time-dependent perturbation theory, the transition rate from an initial state k in band n 

to a final state k’ in band m for the jth scattering mechanism is given by Fermi’s Golden rule 

[15]  
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where Vj(r) is the scattering potential of this process, Ek  and Ek’ are the initial and final state 

energies of the particle.  The delta function describes conservation of energy, valid for long times 

after the collision is over, with hω the energy absorbed (upper sign) or emitted (lower sign) 

during the process.  The total rate used to generate the free flight, discussed previously, is then 

given by 
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There are major limitations to the use of the Golden rule due to effects such as collision 

broadening and finite collision duration time.  The energy conserving delta function is only valid 

asymptotically for times long after the collision is complete.  The broadening in the final state 

energy is given roughly by τh≈∆E , where τ  is the time after the collision, which implies that 

the normal E(k) relation is only recovered at long times.  Attempts to account for such collision 

broadening in Monte Carlo simulation have been reported in the literature [16,17], although this 

is still an open subject of debate.  Inclusion of the effects of finite collision duration in Monte 

Carlo simulation have also been proposed [18,19].  Beyond this, there is still the problem of 



dealing with the quantum mechanical phase coherence of carriers, which is neglected in the 

scatter free-flight algorithm of the Monte Carlo algorithm, and goes beyond the semi-classical 

BTE description. 
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Figure 4.  Scattering mechanisms in a typical semiconductor. 

Figure 4 lists the scattering mechanisms one should in principle consider in a typical 

Monte Carlo simulation.  They are roughly divided into scattering due to crystal defects, which is 

primarily elastic in nature, lattice scattering between electrons (holes) and lattice vibrations or 

phonons, which is inelastic, and finally scattering between the particles themselves, including 

both single particle and collective type excitations.  Phonon scattering involves different modes 

of vibration, either acoustic or optical, as well as both transverse and longitudinal modes. 

Carriers may either emit or absorb quanta of energy from the lattice, in the form of phonons, in 

individual scattering events. The designation of inter- versus intra-valley scattering comes from 

the multi-valley band-structure model of semiconductors discussed earlier, and refers to whether 

the initial and final states are in the same valley or in different valleys.  The scattering rates 

[ ]kk ′Γ ,;, mnj  and [ ]k,njΓ  are calculated using time dependent perturbation theory using Fermi’s 

rule, and the calculated rates are then tabulated in a scattering table in order to select the type of 

scattering and final state after scattering as discussed earlier. 
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